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Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED "AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY
ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS
DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS
OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR
WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR
INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Performance tests and ratings are measured using specific computer systems and/or components
and reflect the approximate performance of Intel products as measured by those tests. Any
difference in system hardware or software design or configuration may affect actual performance.
Buyers should consult other sources of information to evaluate the performance of systems or
components they are considering purchasing. For more information on performance tests and on
the performance of Intel products, reference www.intel.com/software/products.

Copyright © 2013, Intel Corporation. All rights reserved. Intel, the Intel logo, Xeon, Core, Phi,
VTune, and Cilk are trademarks of Intel Corporation in the U.S. and other countries. *Other names
and brands may be claimed as the property of others.

Optimization Notice

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that
are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and
other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended
for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for
Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information
regarding the specific instruction sets covered by this notice.

Notice revision #20110804
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e Performance Tuning Methodology

o Intel® VTune™ Amplifier XE: User Interface
e Fundamental Analysis: Hotspots

e Finding Issues in Parallel Applications

e Using the Performance Monitoring Unit
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Software

Intel® Parallel Studio XE

Intel® P';alﬂlel
Advisor
XE

Intal® Parallel Intel®* Parallel
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Intel® Parallel
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XE
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Holistic toolset for the
parallel software
development lifecycle
« DESIGN
« CODE & DEBUG
« VERIFY
« TUNE

Intel® Cluster Studio XE
adds:
« Intel® MPI
« Intel® Trace Analyzer
and Collector

whners.
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The Software Optimization Process

e The process of improving the software by eliminating
bottlenecks so that it operates more efficiently on a given
hardware and uses resources optimally

— Identifying bottlenecks in the target application and eliminating them
appropriately is the key to an efficient optimization

e There are many optimization methodologies, which help
developers answer the questions of
- Why to optimize?
- What to optimize?
— To what to optimize?
— How to optimize?

' These methods aid developers to reach their
performance requirements.
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Performance Analysis Methodology
Optimization: A Top-down Approach

« Use top down approach e e o \ le /
 Understand applic_:at_ion and s 58 Syst
system characteristics Deislese Tl ystem
— Use appropriate tools at
each level Jl'

Application Design
Algorithmic Tuning . )
Driver Turning App||cat|on
Parallelization
Cache/Memory \

Instructions
LD Processor
others
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Performance Analysis Methodology
Optimization: A Top-down Approach

Benchmark Data

3. Analyze Data
1. Create a 2. Collect and Identify

Performance
Problems

eRepeatable

eEasy to run
osVerifiable

ePrecision

*Representative

eMeasure elapsed time .
*Reasonable coverage 4. Fix the

problems in your

code or system

6. Are
performance
requirements

-
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When to Stop

¢ [s architecture at maximum efficiency?
— What this means: calculating theoretical maximum.
— Know about best values for CPI or IPC.
— Know the maximum FLOPS for the data type used.

e [s the performance requirement fulfilled?
— What are the performance requirements?
— Incrementally complete optimizations until done.
— Key question: Are you “happy” with it?

CPI: Cycles per Instructions
IPC: Instructions per Cycle
FLOPS: Floating-Point Oper. Per Sec.
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Questions to Ask Yourself

"We should forget about small efficiencies, say about
97% of the time: premature optimization is the root

of all evil.”
— Donald Knuth

Quality code is:
— Portable
- Readable
— Maintainable
— Reliable

Intelligently sacrifice quality for performance
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Amdahl’s Law Slightly Reinterpreted

1 core, t=140 1 core, optimized 1 cores, optimized even more

A 2x improvement in the
hotspots overall leads to 1.5x

A 10x improvement in the
hotspots leads to 2.8x
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Selecting type of data collection

29 tachyon_vtune_amp_xe - Microsoft Yisual Studio

File Edit Miew Project Build Debug Tools Test ‘Window Help
RS RAr=N " W= N = =l =L b Release » Win3z2 ~ | [ "_:
= B RER

New Amplifier XE Result | spart page

All available

analysis types Different ways to

start the analysis

™ Choose Analysis T

Analysis Type

/{L_} Algarithrn Analysis
,ﬁ, Lightweight Hotspots

A Hotspots
S Concurrency
. Locks and Wwaits

[={Zr Advanced Intel(R) Core{THM) 2 A
A Bandwidth
. Bandwidth Breakdown
,ﬁ Cycles and uCps
. General Exploration
,ﬁ, Memory Access Ewents configured for CPU: | 45nim Intel{R) CoreTM) microarchi

=-{ % Advanced Intel{R) Microarchited

dentify your most time-consuming source code, Unlike Hokspots, Lightweight
Hotspats does not collect stack information but can be used swskem-wide.
This analysis type is based on the hardware event-based sampling collection.
Press F1 for more details.

HOGDD [ 5N

Project Propetties

: Dietails

MOTE: For analysis purposes, amplifier XE may adjust the

g Cydles a';d uops Sample After values in the table below by a multiplier. The
-4 Front End Investigation rmulkiplier depends on the value of the Duration time estimate
; : jzct Properties dialog, CO py correct

. General Exploration

command line
s?{ntax to
clipboard

,ﬁ, Memary Access

|5 Cuskom Analysis Hel ps Creatl I"lg
new analysis
types

After Evenl

0000 | Core cycles wher
00000 Reference cydes
2000000 Instructions rekire

23 Get Command Line

Copy from current

———— Mew CPU Event Collector analysis

Mew Stack-sampling Collector analysis
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VTune™ Amplifier XE
GUI Layout

0 0 (A A - - C :
Ad] ust Data Grou ping Hotspots - View hotspots colored by CPU usage
E ] Call Stack & Analysis Target Analysis Type | |28 Collection Log | Bottom-up | * Top-down Tr }

unction - Call Stac

: . [ -
Maodule - Function - Call Stac\\\ |

 F—— :
Source File - Functicn - Call Stack Functioh =l CPUTime~ Modul
odule
Thread - Function - Call Stack - Call Stack
. (Partial list shown) |:|Idle .Pu:u:ur |:|Ok .Ideal .Gver
. & dliStopPlugin 7.550s | N RenderSystemn_Direct3D9.0LL
C“Ck [+] for Ca” StaCk — i# FireObjecticheckColli 6.280: (e SystemProceduralFire DLL
FireObject::ProcessFirg  4.592s _ SystemProceduralFire.DLL
. . BaseThreadInitThunk | 2.566< [0 RN kernel32.dll
DOUbIe CIICk FunCthn " argre:FileStreamDatal 2.5625|:| OgreMain.dll
H [+ TaskManagerTBB:Par 2.5335:- Smoke.exe
tO VIeW Source [ AlScene: GetPOl 1.710s SysternALDLL
[* TaskManagerTBB::Wa 1.6825:. Smoke.exe
H Selected 189 rowi(s): 47481 -
F|Iter q p il e T :
by Timeline Selection
4 : : QatarQe | e me e de  w g T RS =
(or by Grid Selection) = .| [ dlobal Mark
wWVinMainCRT STar D —F
| rame
3 [Thread (0x1228) e i )| — | ] Thread
',-E Thread (0xged) [+] @ Running L
Thread (0x29c3) R M ital cPu Time
CPU Usage | I “u' . | DWUserTask
+| CPU Usage
. Frames over Time _M_L duk CPUTIme —
Filter by Module & . ' |[¥] Frames over Ti...

Oth er CO ntro I S vl Mo filters are applied. 2% Module: JENI Call Stack Mode: =
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VTune™ Amplifier XE
GUI Layout

™ Hotspots - View CPU time hotspots and stacks /& @ Intel VTune Amplifier X€ 2011

& Analysis Target Analysis Type | |28 Collection Log +% Top-down Tree | | B FireObje. X

CPU Time # = Address Assembly CPUTime # =
0x388c fld st0, dword ptr [esptOxc] 0.004s | i
0.476s| 0x3830 £1d st0, st0 0.993s @ —n
0x3832 frulp stZ, std 0.787=0 ‘E‘!
0x3894 £xch st0, stl 14655 [l _i
. . . (].5615' | 0x389¢6 fatp dword ptr [esp+On8], =t0 ﬂ.3255| E
QUICk Asm nav'gatlon: — prew 5,8455- [ LI™ 0x38%a fld st0, dword ptr [esp+0x40] ﬂ.ﬂ145| |
Select source to highlight Asm ~S5 e :
B a593: [l Ox38a0 £1d st0, st 0.010s | :
float paramZ? = (ARBB.zMax - prevPos. 0x38a2 fralp stZ, st U.BE;I -
478 bool neg = (r=z < 0.£); 0.5615s5 ] Ox38ad fxch st0, stl 0.247s | E
475 minP = FMaxineg? param? : paraml, mi 3.0035. 0x38aé fatp dword ptr [esptOxc], std U.3Eﬁsl g
430 mzxP = FMin(neg? paraml : paramZ, ma 1.8?55. 0x38aa focomp std, st2 0.0325| ;
431 if (maxF > minPF) { (].9]'25. Ox38ac £nstsWEs ]
4582 rx = 1_f/({poa.x — prevPos._x); 0.252s Ox38aze test zh & H H H
4383 paraml = (ARBE _xMin - prevPos._x) ﬂ.2645: 0x38b1 V \ nght CIICk for InStrUCtlon
. x| 0040s| ox32b3  Block 2: reference manual
Quickly scroll to hot spots. 0.047s | ox3eb3 mov a1, 01 .
“w ) - |'_],2?45| Ox38b5 lea ecx, ptr [eapt+ixc] I:I.I'.]245|
ScrO” Bar “Heat Map IS an 01645 :‘-"'" 0x38b3 jmp 0xl00038cl <Block 4w

0.159s|
Highlighted & row(s): 0.830s -

overview of hot spots Ux38bb| Blook év
05121 0x3abb xor §
Selected 1 row(s): 0.830s -

4 k4| 1 | » A4

Intel® VTune™ Amplifier XE

Click jump to scroll Asm
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VTune™ Amplifier XE
GUI Layout

[l Transitions P CPU Time
Locks & Waits Hotspots Lightweight Hotspots

Cpo Qb Q=i : 2088 2989 ,g: T |Ruler Area 29.94s 29.96s 20,930 30.05s

7 FFEI'I'IE MTTETE 'ETEITETI FTETTET: .1 FITETFRTT PETET. L 1TE I

. W
wWilinMainCRTStartu. .. Th d i

Thread (0x1364) I Running
Thread (0x135c) [ waits
[Thread (0x1374) ' 7 Uzer Task
Thread (0x137c) N Transition

[Thread (0x1334) Thread Concurrency
Wk Concurrency

Frames over Time
Wk Frame Rate

Thread Concurrency

Frames aver Time

4 Transition gl ~— User Task

Frame Transition User Task
Start: 29,8585 Duration: 0.017s wiinMainCRTStartup (0xd2d4) to Thread (0x138¢) (29.899s to 29.899<) W Start: 29.958s Duration: 0.018s

Frame: 72 Sync Object: TBB Scheduler Task Type: Smoke:FrameWork::execute():: Other
Frame Domain: Smoke:Framework:execute() f Object Creation File: taskmanagertbb.cpp Task End Call Stack: Framework:Execute

Frame Type: Good Object Creation Line: 318
Frame Rate: 59.8242179

/o

e Optional: Use API to mark frames and user tasks
e Optional: Add a mark during collection [ wkTimeine ]
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e Fundamental Analysis: Hotspots
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Readying Your Application for Intel VTune
Amplifier XE

e You should run Amplifier XE on a “Released/Optimized” build.

e Symbols Allow you to view the source (not just the assembly)
— Windows: /Zi
— Linux: —g

e Intel Threading Runtimes need instrumented runtimes
— TBB: Define TBB_USE_THREADING_TOOLS
— OpenMP: Use Intel Dynamic Version of OpenMP

e Call Stack Mode - Requires use of the dynamic version of the
C Runtime library to properly attribute System Calls

— Windows use:/MD(d)
— Linux do not use: -static
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Analysis Types
Hotspots

e For each sample, capture execution context, time passed
since previous sample and thread CPU time

e Allows time spent in system calls to be attributed to user
functions making the call

e Provides additional knobs:

« The defaults for Hotspot

User-mode Sampling and Tracing Settings

analysis are configurable and e campinginterva ms:— [10 B

can be done so by Cl‘eating d Collect CPU sampling data: |with 5tack:5_ v |

custom analysis type Collect signalling AP data: No -

inherited from Hotspots Collect synchronization APl data: |Sr~.m v |
Collect I/O API data: INo v |

Collect timeline data
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Analysis Types
Lightweight Hotspots

e Similar to Hotspot Analysis
— Sampling is performed with the SEP collector
— Driver is required

e Stack walking is not performed
— Only hotspots are reported

e Samples are taken more frequently, but may have
less accurate timing information

e Analysis may be performed for a single application or
for the entire system
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Lightweight Hotspots vs. Hotspots

Smoke

Kt

w Function IE‘ EHEL T

Function [] CPU_CLK_UN... - Call Stack

CORE 7
Idle Poar Ok

[# FireObject:checkCollision 131

FireQbject::checkCollision

_FireGI::l_iect::PracessﬁreCallisiansF{ange ﬁ- F dllStanPlugin 10.7%
D2Dx5HProjectCubelap 3.?%i [# FireObject:ProcessFireCollisionsRa g.4% D
tbbuinternal::task_scheduler_observer v3uobsen|  3.1% [ l+/Basel hreadlnit Thunk Sh%
D30Dizassemblel OEffect 2.9%. ackhanagerT BB:Waj

stdivector< class FireQObject *, class stduallocator E.E?ri:-.

OgrenTexturelnitStatergetDesiredFormat 28% 10 T Ogresrestreamatastrearn: read EAG |

RtllnitUnicedeString 22% 1B Ogre:TextureUnitState:getDesiredf]  2.5% [
modf 23% 0 [ AlScene:GetPOl 24% 0
—RacticlaEmitter:DacticleSuctam:update 1sx @ [ ParticleEmitter::FirePatchzinitPartic  1.7% [l
Animal:UpdateFear 1.5% 0 [# ParticleEmitter:ParticleSystemzupd 1.5% [l
[frmodex.dll] 1.43::-. [+ TaskManagerTBB:ParallelFor 1.4%.
[mvd3dum.dll] 13%0 [+ Ogre:FileSystemArchive:open 1.2% 0
LdrUnlockloaderLock 13%0 [# hkpMoppObbVirtualMachine:quer|  1.2% [l
hkpMoppObbVirtualMachine:queryAabbOnTre.  1.1%0 = CgrenZipArchive:findFilelnfo 1.2% 0
[nvlddmkm.sys] 11%0 hkSolveConstraintsBy TheSteps 11% B
ParticleEmitter:FirePatch:initParticle 1.13’-:-. [# Instrumentation:Instrumentation 1.1%.
KeSynchronizeExecution 1.1‘35:-' [# FireQbject:EmitterCollisionCheck 1.1‘?ri:-.

e Mostly correlates, however the default attribution of system
time in Hotspots is to the user function making the system

call
Call Stadk Mode: -
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Lightweight Hotspots vs. Hotspots

Smoke

* [#  Function E EREL T

Function [»] CPU_CLK_UN... - Call Stack

CORE 7
Idle Poor Ok

FireObject::checkCollision & FireObject:checkCollision

FireObject:ProcessFireCollisionsRange 7.6% [ FireObject:ProcessFireCollisionsRange 5.9%_
D3DX5HProjectCubeMap 37% 0 [+ D3DX5HProjectCubelap 26% I
tbb:internal:task_scheduler_observer_v3nobzen 3.1‘3":.. MtYieldExecution 31% -
D3DDisassemblelOEffect 29% & NtReadFile 31% 0
stdivector< class FireQObject *, class stduallocator 2.8%. [# D30Disassemblel 0Effect 3.0%-
OgrenTexturelnitStatergetDesiredFormat 2.5% 0 [F thb:internaltask_scheduler_observer v  2.5% -
RtlInitUnicedeString 22% Ogre:TexturelUnitState: getDesiredForm|  2.5% [
modf 23% [ std:vector< class FireObject * class std::z 2.5% [
ParticleEmitter:ParticleSystem::update 15% 0 ' WaitForSingleObject 2.5% [
Animal:UpdateFear 1.5% 0 [ RtlInitUnicodeString 24% D
[fmodex.dIl] 1.4% 0 # modf 24% 0
[mvd3dum.dll] 1.3%. [ thb::captured_exception:~captured_exc 1.9%-
LdrlnlockLoaderLock 1.33‘6. [ Animal:UpdateFear 1.4%.
hkpMoppObbVirtualMachine:queryAabbOnTre.  1.1%0 = MtWaitForMultipleObjects 1.4%
[nvlddmkm.sys] 11%0 [ ParticleEmitter:ParticleSystern::update 1.4% B
ParticleEmitter:FirePatch:initParticle 1.1'3":-. [# MtCreateFile 1.3%.
KeSynchronizeExecution 1.1'3"6' F hkpMoppObbVirtualPachine:queryAak 1.2%.

o Setting  EEEEEES user/systen funcions ~ I gives you better correlation
to the hotspot report by Lightweight Hotspot analysis type
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e Finding Issues in Parallel Applications
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Issues in Parallel Applications

e Load imbalance
— Work distribution is not optimal
— Some threads are heavily loaded, while others idle
— Slowest thread determines total speed-up

e Locking issues
— Locks prohibit threads to concurrently enter code regions
— Effectively serialize execution

e Parallelization overhead
— With large no. of threads, data partition get smaller
— Overhead might get significant (e.g. OpenMP startup time)
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Issues in Parallel Applications

e Load imbalance
— Work distribution is not optimal
— Some threads are heavily loaded, while others idle
— Slowest thread determines total speed-up
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Threading Analysis Terminology

I : I ! I I ! Thread running
' 1sec ' 1sec ' 1sec ' 1sec ' 1sec ' 1sec” - Threadizoll
Hebet 2 1 1 2 3
e Elapsed Time: 6 seconds
e CPU Time: T1 (4s) + T2 (3s) + T3 3
(3s) = 10 seconds Concurrency >
E . Summary ® & &
e Wait Time: T1(2s) + T2(2s) + T3 ——
(2s) = 6 seconds 0 1 2.0

intel.
L./ Software & Services Group, Developer Products Division

Softwa re Copyright© 2013, Intel Corporation. All rights reserved. *Other brands and names are the property of their respective owners.




Analysis Types

Concurrency

& Concurrency - View hotspots colored by thread concurrency /4 @

& Analysis Target| |  Analysis Type | |22 Collection Log +»| Bottom-up |+ Top-down Tree

} CPU Timew Wait Time
Function Ove... Spin

- Call Stack Time Time

.Idle .Pu:n:ur |:|Gk .Ideal .Ch.rer .Idle .Pu:u:ur |:|Gh
Qs

[# CSubFilter:operator() 31247: 0s 0s Pipelines
[# PipelineStage:operator() 22.3615_ 0= 0= Os Pipelines

[+ [TBE Dispatch Loop] 2.356: [0 2356 3.326:[) 2.367s thb.dll

[# [CQutside any known maodul 0.5315| 0= 0= 0= [Unknow
[# BaseThreadInitThunk 0.011s Os 0s Os kernel32,
[+ CPipelineSimulator:CPipeli|  0.009s 0z 0.001s 0.009s Pipelines
[# rmain 0.007s 0s 0.000s Os Pipelines
[+ [TBE Dispatch Loop] 0.0045 0.004= 0.005s 0z thb.dll

# CConfigParser:parse 0.004= 0z 0.013s 0.000s Pipelines
[# pre_cpp_init 0.000= Oz 0.000s Os Pipelines
0| 05 50 0.0195| [Unkno

[# CPipelineSimulatorirun Os Oz 0.000s Os Pipelines

Selected 1 row(s): 0:
<& aKh ’
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Hotspots Analysis vs. Concurrency Analysis

e Hotspot Analysis and Concurrency Analysis are similar:

Software

8 Concurrency - Hotspots by Thread Concurrency 4 @

Intel VTune Amplifier X€ 2011

& Analysis Target : Analysis Type +% Top-down Tree

W [

TS, o,

[Thread craate atadk

SCivmtimm (A1 — Ll 1N B e —
Stack - Uverhead lime Module
Oldle B Poor 0Ok Bldeal @ Oldle @Poor 0Ok B Ideal ! 4k
[ Mandelbrot 22.042< N ous 4715 [ mandelbrot-imbalanced ! 4
[+ logf.L 5.4295- Qus Os mandelbrot-imbalanced | |
[ [libiomp5.s0] 0.6295' Ous 0s libiomp5.s0 e
[+ logf 0.209s Ous Os mandelbrot-imbalanced & No stack informatisn
[ [Impart thunk _kmp_yiel|  0.030s Ous 0s libiomp3.s0
[ [Import thunk _kmp_exel  0.020s Ous Os libiomp5.se
[ [Import thunk _kmp_x86| 0.020s Qus Os libiomp5.s0
#[Unknown] 0s Ous 20748 (IR  [Unknown]
Selected 0 row(s):
] bl m b
LI R OO O A O T O RO A O R T A O T T O DO OO T T O R =i
S DEay e an e ———— ‘Threads
| I 1 n 1 n 1 n 1 I 1 1 1 I L i
| v
Thresd Oeo7a06700) | — N s
OMP Worker Thread .. il
OMP Worker Thread ... || | byt
E [OMP Worker Thread ... || T I i
£ |DLAP rerber rresd . || R i
OMP Worker Thresd . || T || ] CPU Usage
OMP worker Thread .. || “HLAN J )| lugs CPU Time
RSP TTR _—------————————————————————
[ SRS S | | ————————— jy [ 7] Thread Concurrency
Ul Concurrency
Rl i e ——
.
Thread Concurrency

Ll Mo filters are applied. ¥ Modul Thr
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Thread Concurrency Histogram

(~) Thread Concurrency Histogram

This histogram represents a breakdown of the Elapsed Time, It visualizes the percentage of the wall time the =
running simultanecusly. Threads are considered running if they are either actually running on a CPU or are in
scheduler, Essentially, Thread Concurrency is a measurement of the number of threads that were not waiting.
higher than CPU usage if threads are in thegunnable state and not consyming CPU time,

3374:

Elapsed Time

ey
ultanecusly Running Threads

Average Target
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Issues in Parallel Applications

e Locking issues
— Locks prohibit threads to concurrently enter code regions
— Effectively serialize execution
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Analysis Types

Lock and Waits

Software

Sync Object
- Function
- Call Stack

Multiple Objects

Manual Reset Event Oxae37

Manual Reset Event Oxfabd

[+ Thread Pool

Sleep

Unknown 0891 9877

[+ TBE Scheduler

[Unknown]

Stream ../media/graphics/

Stream ../media/sounds/h

Stream Cgrelog 0x501382¢

Stream Sroke.gdf Oxf2b92

Stream ./media/sounds/T

Stream .Amedialphysics\D

Strearn ../media/graphics/

Stream ./media/sounds/h
Selected 1 row(s):

4 3

W [2]

Wait Timew

Wait

Count

.Idle .Pn:n:-r |:|Gk

Spin

Time Maodule

0= [Unknown]
0= [Unknown]
0= [Unknown]
0= [Unknown]
0193z [Unknown]
0= [Unknown]
11.301s | [Unknown]
0= [Unknown]
0.057= [Unknown]
0.063s | [Unknown]
0.05%s [Unknown]
0.006s [Unknown]
0.037s | [Unknown]
0.011= [Unknown]
0.022: [Unknown]
0.018s | [Unknown]

112.517: T S.325
109.238: eS|
74.068< (NG 26
57.628: /N 235
57.371s [N 5,234
56.974< [N 6,337
11.457: 2,200
17.061s [N 865
0.457< 183
0.440s 1
0.397s 193
0.386< 1
0.306s 119
0.247s 5
0.1365 1
0.134s 13
112.517s 5,325

4 | I

Object Type

Constant

Object Creatic

[Unknown]

Manual Reset Event dllStopPlugin
Manual Reset Event LdrGetProcedurefddressEx

Constant
Constant
Unknown
Constant
[Unknown]
Stream
Stream
Stream
Stream
Stream
Stream
Stream

Stream

[Unknown]

[Unknown]
LdrGetProcedurefddressEx
TaskManagerTBB:Init
[Unknown]
OgrenFileSystembrchiveropen
Framewaork::GOFParser:EndEler
Ogrenleg:log
PlatformManager:FileSystern::!
Framewaork::GOFParser:EndEler
hkStdioStreamReader:hkStdios
OgrexFileSystemArchiveopen
TaskManagerTBE:ParallelFor
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Timeline Visualizes Thread Behavior

e Retrieve additional information about waiting threads

- Es ) -
/Syne Object /Function /Call Stack [=] Wait Time~ &Na'tt SpinTime  Module  ObjectType |
@Idle @ Poor Ok Wideal @ “-°U" e
¥ Manual Reset Event 0x6b2c6829 53,497 [/ 1 Oms Manual Reset Event vil
[ Auto Reset Event 0886772 51.746= [ | 1143 296479ms Auto Reset Event  wii |
[ Critical Section 0xd9d88508 41246 (| 471 133565ms Critical Section  th
[#TBB Scheduler 10341 [ 1 Oms Constant pe & No stack information
[#Sleep 10327: ) 669 Oms Constant u
[+ Multiple Objects 00345 166 Oms Constant U=
[# Thread 0:9feb8b2f 0.017= 1 Oms Thread put
[# 5tream 0xl cfbfl39 0.014s 119 0.188ms Stream Re
[# Critical Section Oxacfcdcal 0.002= 1 Oms Critical Section put
[# 5tream .\dat\balls.dat 0x6e6185ca 0.002s 9 Oms Stream re
[#5trearmn CAWindows\Globalization\5orting 0,001 1 Oms Stream 5S¢
[+ Read/Write Lock Oxeb27914b 0.001= 1 Oms Read/Write Lock  [u
[# Critical Section 0x75327h62 0.001s 1 Oms Critical Section vii
[+ Stream C\Windows\Fonts\staticcache.da|  0.000s 1 Oms Stream I
Selected 1 row(s): 53.487s 1 Oms -
+ [y (N [ 3
22 T L =
OO Q= O L5s 14,65 14.7s 14.?9&' 1439s 15 151s 152« 15.3= 154s 15.5s 15.65 rEne
1 1 1 1 1 I 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
M v Runni
WinMainCRTStartup (...| [T T I | M [ I [ = i
Thread 0ades) || AU WA il i -
« [thread_video (0:1864) || TEINE I - kg BE ] Transitions
| ST T e
lr_E Waiting il Concurrency
Start: 14,7405 Duraticn: 0.115s
Sync Object: Critical Section 0xd9d88508
Wait Source File: analyze_locks.cpp Il
Wait Source Line: 170
Thread Cencurrency ‘ I i Signal Source File: analyze_locks.cpp I I ‘
15ignal Source Line: 178 ;
4 T Fo»

L Mo filters are applied. * r~1|:u:IuIE:TI'|rr:au:|: Process: Call Stack Mo -
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Timeline Visualizes Thread Behavior

e Retrieve additional information on thread transitions

it Ti i i “ B | Object Creation -
/Sync Object /Function /Call Stack El Wait Time gzaul:;t Spin Time  Module Object Type | ’ L ]
OIdle @ Peoor OOk Bideal @ 1 stack(s) selected. Viewing <1 1lofil [
[+l Manual Reset Event (b2 c6529 53.49?5_ 1 Oms Manual Reset Event vir Current stack is 100.0% of selection
[ Auto Reset Event (hf88c6772 517465 [ 1143 296479ms AutoResetEvent vy |J| 100.0% @18465 of 41.8465) |
= Critical Section Oxd9dB8508 41,8465 | 471 133.565ms Critical Section  th
TBB Scheduler 10.3415|:| 1 Ome Constant pe analyze_locks.exelthread_trace(struct thr_par...
analyze_locks.exeltrace_shm(struct scenedef,i..
# Sleep 10.327: () 569 Oms Constant [u
. . — |l analyze_locks.exeltrace_region(struct scened ...
#Multiple Objects el 166 Oms Constant V= analyze_locks.exelrenderscene(struct scenede
[# Thread 0x9feb8b2f 0.017s 1 Omns Thread Wil analyze_lockslexe;rt renderscene(void *) - api B
[ Stream 0xd cfbf039 0.014s 119 0.188ms Stream Re analm‘locks'm;ta‘c hyon video:zon,_process :
[ Critical Section Oxacfedeal 0.002s 1 Oms Critical Section wi analyze_locks exelthread \r_ideo(\roid_*‘] - winv
[ Stream ..\dat\balls.dat 0:6e6185¢a 0.002s 9 Oms Stream re| | Wiernel32 dilBaseThreadlnitThunks 0l 3676 - .
[# Strearm C\Windows\Globalization\Sorting 0.001= 1 Oms Stream Sc kernel32.dIlBaseThreadInitThunk+0x13676 - ...
[+ Read/Write Lock Oxeb27914b 0.001s 1 Oms Read/Write Lock  [u ntdll.dIlIRtnitializeExceptionChain+0:33d41 ...
[# Critical Section 0x75327b62 0.001s 1 Orns Critical Section vie M ntdil.dIlRtnitializeExceptionChain+0:39d14 ...
[+ Stream C\Windows\Fonts\staticcache.da)  0.000s 1 Oms Stream I
Selected 1 row(s): 53.497= 1 Oms -
< [y (N m 3
T — L e e e e
RO L5s 1465 [1469833s| 148 14.9s 155 15.1s 15.25 153s 1545 15.55 1565 T |l Threads
1 L 1 1 1 1 L 1 L 1 1 1 L 1 L 1 L 1 L 1 L 1
il v Runni
WinMainCRTStartup (... I ' | [ [ ; ].:'_‘t”'"g
T 1 ais
Thread (Dx1464)
thread video (0x1964) [ ran=itiar
Thread Concurrency

Thread (0x1dd8)

Threads

Muk Concurrency

Transitions

Thread ((xldd8) to thread_video ((x1864) (14,7035 to 14.7035)
Sync Object: Critical Section Oxd9d88508

Wait Source File: analyze_locks.cpp

Wait Source Line: 170

Signal Source File: analyze_locks.cpp

Thread Concurrency

Signal Source Line: 178

Ll Mo filters are applied. ¥ Module: Thread: Process: Call Stack Mo =

Software & Services Group, Developer Products Division
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Drilling down into Thread Behavior

e Reveal source code that causes thread transitions

B Locks and Waits - Lc

d Waits A @

€ Analysis Target| | © Analysis Type +% Top-down Tree analyze L.

Intel VTune Amplifier XE 2011

[ Source ” Assembly ” | | B IObject Creation V]
Line Source Wait Time wr é.\rait Spin Time = 1 stadk(s) sele.ched. Viewing <] -lof 1 b
Dldlie @ Poor 0Ok WMideal @ ount Current stack is 100.0% of selection
166 for (int y=r.begin(): y!=r.end(): +y) [ | 100.0% (41.8465 of 41.8465) |
187 drawing_area drawing{startx, totaly-y, 2 analyze_locks.ae!thrrera::ir_trace(structthr_par...
lez analyze_locks.exeltrace_shm(struct scenedef,i..
169 // Enter Critical Section to protect piy analyze_locks.exeltrace_region(struct scened ...
EnterCriticalSection({srgb critical secty 41.846s 471 133.565n] analyze_locks.exelrenderscene(struct scenede ..
analyze_locks.exelrt_renderscene(void *) - api..
172 for (int x = startx; x < Stopx; x++) | analyze_locks.exeltachyon_videotion_process..,
173 color_t c = render_one_pixel (x, ¥, analyze_locks.exelthread_video(void *) - winv..
174 drawing.put_pixel(c); kernel32.dll!BaseThreadInitThunk+0d 3676 - ...
175 } kernel32.dll!BaseThreadInitThunk+0x13676 - ...
176 ntdll.dlliRtlInitializeExceptionChain+0:39d41 ...
177 // Exit from the critical section ntdll.dlliRtlInitializeExceptionChain+0:39d14 ...
178 LeaveCriticalSection(srgb critical_ sect]
Selected 1 row(s): -
LN i b
L L I L L L L L L L L I L R L L L LR =
QoQF Q- QP L5s 14.65 1475 1485 1495 155 15.1s 15.25 1535 1545 15.55 1565 + |[4] Threads
1 1 1 1 1 I 1 1 1 1 1 1 1 1 1 I 1 I 1 1 %
WinMainCRTStartup (... |[ 1] | | H | -| M ey
Thread (0x1464) 1B —_ Walts. .
thread_video (0:1864) oo
Thread Concurrency

Thread (0:1dd8)

Threads

Mk Concurrency

ThreadConcurrency“ - L Il

4

Ll Mo filters are applied. ¥ Modul Thr

Software
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Agenda

e Using the Performance Monitoring Unit

intel.
L./ Software & Services Group, Developer Products Division
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Performance Monitoring Unit (PMU)

e Per-core PMU.:

— Each core provides 2 programmable counters and 1 fixed
counters.

— The programmable per-core counters can be configured to
investigate front-end/micro-op flow issues, stalls inside a
processor core.

e Uncore PMU:

— Uncore of the coprocessor has four counters to monitor uncore
events

— Can be used to investigate memory behavior and global on-chip
issues

intel.
L./ Software & Services Group, Developer Products Division
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Event Based Performance Analysis
Event Based Sampling(EBS)

e Both architectural and non-architectural processor events can
be monitored using sampling and counting technologies

Sampling: Allows to profile all active software on the system,
including operating system, device driver, and application
software.

— Event-based samples are collected periodically after a specific
number of processor events have occurred while the program is
running

— The program is interrupted, allowing the interrupt handling driver
to collect the Instruction Pointer (IP), load module, thread and
process ID's

— Instruction pointer is then used to derive the function and source
line number from the debug information created at compile time

intel.
L/ Software & Services Group, Developer Products Division
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How Event Based Sampling (EBS) Works

Select Count Down F ”
Event > Sample After
Signal CElE

Underflow
to Zero

Interrupt CPU to take a sample
Performance Monitoring Interrupt (PMI) \ 4

> Internal Interrupt Controller

*A performance counter increments on the CPU every time an
event occurs
A sample of the execution context is recorded every time a
performance counter overflows

Events = samples * sample after value

Software & Services Group, Developer Products Division
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Native Launch configuration
|TEI'QE‘t Search Directories

Target type [Launch Application ~ |

Launch Application
Specify and configure the application executable (target) to analyze. Press F1 for more details.

Application: [ssh v| | Browse... |a
Application parameters: [micn;tmp;difrusionrum:tiled v| | Modify...
Working directory: [jhnme}michumejrreedfpmjects,fl'u’lICtesta'perfMIC v| | Browse... |

e Application settings:
— Application: ssh
Parameters: micO “<app startup>"
— Working directory: Usually does not matter
Don’t forget to set search directories under “All files”

Target | Search Directories |

search directories for: [AII files v |

Search Directories Search Subdirectories

fhome/michome/rreed/projects/MICtest
Hlib/firmware/mic

intel.
L./ Software & Services Group, Developer Products Division
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Application Configuration

Fie View Help

- W TS N

= db

20a1h 0 11h 0zlh 1003 h

@ Choose Analysis Type

B b &

Mew Amplifier XE Result [

Al

Intel VTune Amplifier XE 2013

Knights Corner Platiorm - Lightweight Hots pots

,& Access Conlenlion
,& Branch Analysis
A Client Analysis
,& Come Pod Satumtion
,& Cyclks and uCps
,& Loop Analsie
ﬁ' Memory Access
,& Por Salumiion
= |7 Inmlel AMom Processor Analysis
,& Geneml Explbmlion
= | Knights Comer Plaiform Anal
A
|7 Power Analysis
J4. CPU Skep Siales
,& CPU Fequency
= | Cuslom Analysis
A Banch Miepedicis
Ji. Cache Miss=s
,& Exsculion Salk
ﬁ' Falk= Sharing

ldenify your most lime-consuming soure code. Unlike Holspols, Lightweight Holspols
has bweroverhead becauss i does noi collec! slack informaiion. i can alko be used 1o
sampk all pocesses on a system. This analysi type uses hadwame evenibasad
sampling collection. Press F1 far moe detaiks.

List of MIC cads (=.g. 0.1.2.3); |0
=) Detais

|E'men1s:u:::unfi;|ured farCPLU: InteliR) Xean(R)/ Cor i7 980X Pocessor

MOTE: Foranalysie purposes. Inlel ¥ Tune Amplfier XE 2013 may adjus
ithe Sampk AHerwvalues in 1he iablke bekbw by a muliplier. The muliplier
depends on the value of the Dumtion 1ime estimale oplion specfied in the

[T SR P T

Event Name Sample After Event De
CPU_CLKE_UNHALTED 10000000 Mumberof cycles durng whicl
INSTRUCTIONS_EXECUTED 10000000 Mumberof insinuclions execul

IH[EII _ L
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Configuring a User-defined Analysis
&

- Custom Lnalysis < @mHemm-lnc: ._"‘_. f'
Fil= : -
= | Analysi name: [My Shiny New KNC Analysie
= Descrplion: Thiz & the geales! analysis | evercrealed! @ () idd Events < @mHemm_bncs (] (=) (3]
106 el P o
Availbable evenis:
Properies Filer (use " and '?". a.g. bretied) : C kar Filer
|Even1s configured forGPU: InleliR) Xeon(R)/ Core 7 980X Processor
.
MSTE: Foranalysie puposes. Iniel WTune Ampliier XE 2013 may adjusi ithe Sample AHervalues in the iat D BANK_CONFLICTS m
j by a muliplier. The muliplierdepends on the value of the Dumiion lime eslimale oplion spectied in the Pn [] BRANCHES
— | Popedesdakg.
[] BRANCHES_MISPREDICTED
Event Name Sample After Event Dascription D CODE CACHE MISS -
CPU_CLE_UMHALTED 10000000 Mumberof eycles during which the processor i not haliec I:l CODE BEAD
INSTRUCTIONS_EXECUTED 10000000 Mumberof instructions exsculed (up 1o two perchbek) [] DATA_CAGHE_LINES_WRITTEN_BAGK
DATA PAGE WALK
[] DATA_READ
|:| DATA READ_MISS_OR_WRITE_MISS
[] DATA_READ_OR_WRITE
[] DATA_WRITE
|:| DATA WRITE_MISS
Add Event ‘ Reme | Fyre sTAGE cvolFs =
|Num|:uernf memory ead accesses thal mie=s 1the inlemal Exphain...
List of MIC cads (2.g. 0.1.2.3): |0
Check All ‘ Check Mane
Command line name: |shin3r-new-analy~sb Analysie denifier.  |sna

Ok ‘ Cancal ‘
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Some useful events and metrics

Scenario

Wall-clock profiling
Main memory bandwidth

L1 Cache misses

TLB misses and page faults
Vectorized code execution

Various hazards
Cycles per instruction

Memory Bandwidth (used by all
cores at once)

Event name(s)

CPU_CLK_UNHALTED, INSTRUCTIONS EXECUTED
(Or EXEC_STAGE_CYCLES)

L2 DATA READ MISS MEM FILL,
L2 DATA WRITE MISS MEM FILL

DATA READ MISS OR WRITE MISS

DATA PAGE WALK, LONG DATA PAGE WALK,
DATA PAGE_FAULT

VPU INSTRUCTIONS EXECUTED,
VPU ELEMENTS ACTIVE

BRANCHES MISPREDICTED

CPU_CLK UNHALTED /
INSTRUCTIONS EXECUTED

(L2 DATA READ MISS MEM FILL +
L2 DATA WRITE MISS MEM FILL) * 64 /
CPU _CLK UNHALTED / Frequency

inte
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Example: Hotspots of OpenFOAM

& Lightweight Hotspots - Hotspois /# @ Intel VTune Amplifier XE 2013

& Analysis Target| | © Analysis Type| |2 Collection Log & Bottom-up B Tasks and Frames

4k

Grouping:  Function / Call Stack

Function / Call Stack Instructions R ...

263, 160,000,000 libmpi.s0.4.1 B
b [vmlinux] 21.2% 479,780,000,000 335 vmlinux [vmlinux]
P List 7.6% 286,010,000,000 2.032 libOpenFOAM. so List
P syml_dive_mask 6.5% 215,520,000,000 2306 simpleFoam __svml_dive_mask
b [libc-2.14.90.50] 2.2% B4,720,000,000 2.855 libc-2.14.90.50 [libc-2.14.90.50]
P List 2.2% B7,780,000,000 2474 libOpenFOAM. so List
P | MPI__ intel Irb_memcpy 2.0%  7,410,000,000 20.333 libmpi.so.4.1 I MPI___intel_Irb_memcpy
P Foam::IdulMatrix:: Amul 1.7% | 56,470,000,000 2301 libOpenFOAM. so Foam::iduMatrix::AmuliFoam: Field=d
b intel_Irb_memcpy 1.3% | 7,880,000,000 12,896 simpleFoam __intel_Irb_memcpy
e T Selected 1 row(s):| 23.1% 263,160,000,000 6.744 T o T -
| |l I o
QEQECE0e . 1s ~ 20s  30s  40s  50s  60s ~ 70s 8Os  90s  100s 1105 120s .‘%' [¥] Thread
Thread (0x2f0e = [ Running
Thread (0x0) [v] duk CPU Time

Thread (0x 1785 .
el g
Thread (0x2110; 1 GPU Time

R T e T
I :

Thread (0x 1754 N | | il CPU Time
|
- - - - ! -5 - -r ‘~-® -~ - ‘7"~ F " -© - = °°- +* ‘& + = '+ - -F " " "4

Thread

Thread (0x2f16

CPU Time

- Mo filters are applied. Sl Any Process w | Any Thread w § Any Module
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